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Formal tests of statistical significance (in the sense of null hypothesis tests) are

of no value for when it comes to financial decision-making. The reasons why I

think so are not original or new; they have been persuasively described for in-

stance in McCloskey and Ziliak (1996) or, more relevant to our topic, in Armstrong

(2007a,b). In fact, there have been critics of statistical testing in various disciplines,

for instance in psychology or in political science. Examples of such discussions can

be found in Cohen (1994), Gigerenzer (2004) or Gill (1999).

I will explain this objection through a concrete example, the paper on 1/n-port-

folios by DeMiguel et al. (2009). This is not because I have anything against this

paper in particular, but because the conclusion that many seem to have taken from

it is that ‘you can’t beat 1/n’ – a conclusion with which I disagree. In fact, I will See Gilli and Schumann (2011) for
references to empirical studies on
long-only minimum-variance
portfolios.

argue that the authors of the 1/n paper provide further evidence that the long-only

minimum-variance portfolio is a reasonable investment strategy that is preferable

to 1/n.

So here are some thoughts and observations on the claim that long-only mini-

mum-variance (mv) does not do better than 1/n:

(i) We should never expect a single strategy to be better than another strategy

in every dataset, at all times. Even a random portfolio will have its day. This is the

nature of finance (and any other field that involves chance).

(ii) DeMiguel et al. (2009) compare 1/n with long-only mv for their empirical

datasets, and they find the following monthly Sharpe ratios. (They only report

results for six datasets. I give 4 decimals because DeMiguel et al., 2009 do; see

their Table 3.) If the difference is positive then 1/n performed better than mv.

1/n 0.1876 0.1353 0.1277 0.2240 0.1623 0.1753

mv 0.0834 0.1425 0.1501 0.2493 0.1546 0.3580

difference 0.1042 -0.0072 -0.0224 -0.0253 0.0077 -0.1827

So in the tests of DeMiguel et al. (2009), the long-only mv portfolio has a higher

Sharpe ratio than 1/n in 4 out of 6 datasets. The authors also acknowledge this good

performance, albeit with a caveat that ‘the differences are statistically significant
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only for [one] dataset’ (p. 19). This reference to statistical significance is not help-

ful. A number of studies before DeMiguel et al. (2009) have found evidence that

the long-only mv portfolio performs well when judged by out-of-sample perform-

ance (eg, Board and Sutcliffe, 1994, Chan et al., 1999, Clarke et al., 2006, Blitz and

van Vliet, 2007). So the authors actually provide further evidence for this fact.

(iii) There is no discussion in DeMiguel et al. (2009) of the size of the differ-

ences, and in particular of the power of the statistical tests used. Already a small

change in annualised Sharpe ratio can be meaningful: assume an equity portfolio

returned on average 10% per year above the risk-free rate, with a volatility of 20%;

the portfolio’s Sharpe ratio would be 0.5. If the portfolio had a mean return of

11%, we would have a Sharpe ratio of 0.55. So a small difference (about 1.5 bp on a

monthly scale) can already be meaningful. Of course we have sampling error, and

we cannot know whether this advantage is for real. But consider the question of

cost: what would be lost if we chose mv instead of 1/n? Under the null hypothesis,

both portfolios are the same, so the worst case (as defined by our statistical test)

is that while we think that we get a superior portfolio, we merely get a draw from

the same return distribution. But apart from noise, we will not be worse off. We

may argue that these portfolios are not equal, eg, when it comes to diversification,

but that is not a fair objection: if we had wanted diversification, we should have

written it into our objective function.

A careful statistical analysis would also require to discuss the power of the

tests that were used; I conjecture that it is well below 50% for a small difference

such as 0.02 on a monthly scale. Ironically, this implies that we would need a

sample in which the difference between the strategies is, by chance, larger than

the true difference (ie, a sample not representative of the actual difference between

the strategies) to reveal the advantage of a strategy; see Schmidt (1996).

To be more to the point: the question that we ask is ‘Is mv in general so much

better than 1/n that it warrants the higher effort?’, or more concretely ‘Is the Sharpe

ratio (or some other performance score) in general so much higher that mv is

worth the effort?’. The a significance test’s outcome is either

‘It is unlikely that we would have obtained the given (or a greater) difference

under the hypothesis that the difference is zero.’ (small p-value)

or

‘It is likely that we would have obtained the given (or a greater) difference un-

der the hypothesis that the difference is zero.’ (large p-value)

But we are not interested in a zero difference, so neither outcome answers our

question.

The only way to demonstrate that a result is robust is to replicate it (Cohen,

1994, Armstrong, 2007a), and that is exactly what DeMiguel et al. (2009) have done:

they have produced yet another study that documents the favourable properties of

mv. It may not have been the authors’ intention, but they have actually provided

more support for mv.
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